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Abstract

Motor control is incredibly important in various applications, ranging from robotics to the
automobile industry. Ensuring precision and accuracy of motors requires accurate system
identification tools. System identification is the process of modelling the transfer function,
which characterizes the dynamic behavior of a system and its response to input signals.
The Vector Fitting (VF) Algorithm, an algorithm that iteratively adjusts the poles and
residues of an approximated transfer function, is a prominent technique used in this regard,
known to work well with exact data. However, when data is noisy, as is often the case
in practical scenarios, VF runs into convergence and poor prediction issues. To address
the prediction issues, we explore the use of neural networks as an alternative approach for
approximating the target transfer function. Specifically, we investigate two types of neu-
ral networks: the widely used ReLU neural network and a rational neural network, which
uses rational functions as a non-linear activation function. The motivation for using two
different architectures is to compare the performance of a standard and a more complex
activation function in handling noise in the data. We run numerical experiments to verify
the effectiveness of these neural network models in approximating transfer functions. Our
results show that the rational neural network provides a powerful tool for analyzing and
reconstructing the transfer function mathematically, which is not possible with a standard
deep neural network. Additionally, the rational neural network has fewer parameters to
train and achieves similar or higher accuracy scores to the ReLU deep neural network,
despite being mathematically less complex. This combination of interpretability and effi-
ciency makes the rational neural network a possible candidate for future studies on system
identification tools.
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Chapter 1

Introduction

This project is proposed by Analog Devices, Inc. (ADI), which is a global semiconductor
leader bridging the physical and digital worlds to enable breakthroughs at the Intelligent
Edge. ADI combines analog, digital, and software technologies into solutions that help drive
advancements in digitized factories, mobility, digital healthcare, combating climate change,
and reliably connect humans and the world.

1.1 The Proposed Problem

Electric motors have many industrial applications such as assembly lines, electric vehicles,
drones, 3D printers and robotic arms. In many of these industrial applications, precision
in motors’ position and trajectory control is crucial to perform complicated tasks reliably
and efficiently. One important step to improving accuracy in motor control is through
constructing the input-output relationship of the system. Having an accurate transfer
function that describes this relationship means that the output of a system can be controlled
precisely with a given input.

The conventional method of computing the transfer function of a system is by solving the
underlying physics equations. However, as the complexity of a system increases, computing
the transfer function through complex analysis techniques for a physical state becomes a
laborious exercise which can also get computationally heavy.

The alternative method is based on data-driven transfer function approximation. In
simple terms, subjecting a component to sufficiently diverse set of input signals and ana-
lyzing the corresponding outputs, we can sometimes reconstruct the system’s input-output
relationship. Vector Fitting (VF) is a powerful data-driven algorithm which is provably
guaranteed to model the transfer function of a system exactly given that the data is clean,
linear and error-free. With noise, VF will try to model the noise in the data, which reduces
the accuracy of the resulting model. In practice, one rarely encounters a true linear system,
and data is never noise-free.

One of our goals of this project is to design a data-driven model to approximate the
transfer functions. We look at three main transfer functions in this project: current open
loop, current closed loop, and velocity loop, which are depicted in Figure 1.1, 1.2, and 1.3,
respectively. The theoretical transfer functions, which are assumed to be the true target,
are derived from the physics based first-principles method from the stepper motor outputs.
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Figure 1.1: Current open loop

Figure 1.2: Current closed loop

Figure 1.3: Velocity loop

The transfer functions for the three different loops are defined as follows. Note that the
order represents the degree of the rational function.

1. Current open loop (order 2):

HD(s) ·HW (s)

2. Current closed loop (order 3):

H i
P I(s) ·HD(s) ·HW (s)

1 +H i
P I(s) ·HD(s) ·HW (s)

3. Velocity loop (order 7):

Hv
PI(s) ·HPV (s)

1 +Hv
PI(s) ·HPV (s) ·HV F (s)
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For the current loop, HD(s), HW (s), and H i
P I(s) are the transfer functions for delay in the

power stage, winding in the motor, and Proportional Integral (PI) controller, respectively.
For the velocity loop, Hv

PI(s), HPV (s), and HV F (s) are the transfer functions for the PI
controller, plant and sensor, respectively.

1.2 Our Team’s Approach

A neural network is a machine learning process that has been found to be robust to noise.
Thus, we looked into three different neural network architectures as an alternative system
identification tool to VF.

The first neural network we looked into incorporates the Rectified Linear Unit, ReLU,
activation function as defined below.

ReLU(x) = max(0, x)

ReLU is a commonly used activation function in neural networks as it is computationally
fast to evaluate [1]. Compared to the other two neural networks, the ReLU neural network is
composed of multiple layers and nodes, thus, it can be classified under deep neural networks.

The next two architectures have a rational function as its activation function. A rational
function is defined in the following form:

Rational(x) =

∑P
i=0 aix

i∑Q
j=0 bjx

j

where P is the order of the numerator polynomial, Q is the order of the denominator
polynomial, and {ai}Pi=0 and {bj}Qj=0 are trainable coefficients. In theory, given an error
threshold ϵ, rational neural networks require fewer parameter for training compared to
ReLU networks [1].

The first rational neural network architecture we proposed has a singular layer and
multiple nodes based off the the order, also known as the degree, of the transfer function
we were trying to approximate. The complete structure of the rational architecture 1 can
be found in Figure 3.2.

The second rational neural network architecture we proposed has a singular layer and
a singular node based off the order of the transfer function we were trying to approximate.
The complete structure of the rational architecture 1 can be found in Figure 3.3.

In all three structures, our inputs are complex frequencies and the outputs are the
evaluated transfer function values, which are also complex. While there has been previous
research on complex ReLU neural networks [9], [4], no articles could be found on the appli-
cations of complex rational neural networks. Thus, our approach brings in new insight into
the applicability of rational neural networks when working with complex values.

1.3 Overview of the Report

Our report is organized as follows. In Chapter 2, we introduce the VF algorithm and test
the algorithm with real, simulated and synthetic data. Then, we dive into neural networks
and discuss our proposed models using both ReLU and rational activation functions in
Chapter 3. We conclude our report in Chapter 4 by summarizing our overall results and
recommendations for future directions.
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Chapter 2

Vector Fitting and its Stress
Regions

In this chapter, we will do the following. In section 2.1, we cover the VF algorithm. In
section 2.2, we examine the results of VF on synthetic data. In section 2.3, we describe the
metric used to evaluate VF performance. In section 2.4, we further explore VF performance
on simulated data. In section 2.5, we cover VF trained on real data collected from motors
provided by Analog Devices, Inc.

2.1 The Vector Fitting Algorithm

Transfer functions (TFs) are a vital aspect of this project, and are central to analyzing
and designing linear time-invariant systems, which are common in a variety of engineering
disciplines, including control systems and signal processing. A linear time-invariant (LTI)
system can be written as

y(t) =

∫ ∞

−∞
h(α)x(t− α) dα =

∫ ∞

−∞
x(α)h(t− α) dα. (2.1)

where x(t) is the input signal to the system and y(t) is the output. The integral operation
in equation (2.1) is called the convolution of impulse response h and the input signal x.
Taking Laplace transform for both sides of equation (2.1) leads to

Y (s) = H(s)X(s) =⇒ H(s) =
Y (s)

X(s)
(2.2)

where Y (s) is the Laplace transform of the output signal, X(s) is the Laplace transform of
the input signal and H(s) is the transfer function of LTI system defined in the s-domain.
Notice that the transfer function H(s) can be written as a ratio of Y (s) and X(s), see
equation (2.2), it is natural to use a rational function to approximate the true transfer
function. Mathematically, a rational function takes the form:

Ĥ(s) =
n(s)

d(s)
=

∑n̄
n=0 ans

n∑n̄
n=0 bns

n

where numerator n(s) and denominator d(s) are polynomials of s. Moreover, rational
function is a universal approximator, i.e. it can approximate any continuous function.
The coefficients are trainable parameters. Thus, approximating the true transfer functions

17



involves finding the most accurate coefficients. Algorithms, such as the Sanathanan-Koerner
algorithm, that aim to fit data to the Ĥ equation directly suffer from numerical due to the
ill-conditioning of the sn terms. VF solves this problem as it replaces the numerator and
denominator of Ĥ(s) with partial fractions [10], and thus approximator Ĥ(s) can be written
as

Ĥ(i)(s) = r0 +
n̄∑

n=1

r
(i)
n

s− p
(i−1)
n

where {pn}n̄n=1 are poles and {rn}n̄n=1 are residues.
When solving for the poles and residues, the VF algorithm begins by making an initial

guess of the transfer function’s poles and fixes the unknown coefficients in the denominator.
Through iterations, it adjusts the poles and zeros to minimize the difference between the
actual output data and output. Linear least squares regression is used to approximate the
system’s transfer function. In short, the VF algorithm first fixes the coefficients in the
denominator and then minimizes the coefficients in the numerator at each iteration.

For noise-free data, VF works efficiently with great accuracy. Researchers found that
the model convergence happened within 4 or 5 iterations with a model error below 10−8

[10].

2.1.1 Implementation of VF in Python

The VF algorithm was implemented in Python by using the reference code provided in [10]
as a reference.

2.2 Testing VF on Synthetic Data

This section will contain the results of VF tested on synthetically generated data. There
were three different transfer functions that we wanted VF to approximate:

• First order TF : HW (s)

• Open loop including controller TF : HPI(s) ·HD(s) ·HW (s)

• Closed loop TF : HCL(s) =
HOL(s)

1+HOL(s)

These transfer functions are generated by directly computing the products of each com-
ponent.

The Bode Plots for each of these transfer functions were as follows:

18



Figure 2.1: Magnitude bode plots of the first order, open loop, and closed loop transfer functions.

We choose the set of frequencies and responses to train the VF algorithm. For the first
order transfer function, we let the training frequencies be 100 points between 101 and 104

in the log scale. For the open loop transfer function, we let the training frequencies be
100 points between 10−2 and 104. For the closed loop transfer function, we let the training
frequencies be 100 points between 10−1 and 104, spaced apart logarithmically. In the next
two subsections, we test the VF algorithm on clean synthetic data, meaning the accurate
values of the transfer function at certain frequencies, and noisy synthetic data, respectively.

2.2.1 Clean Data

In this section, we tested the performance of VF on clean training data which contains no
noise or error, see Figure 2.2. With clean training data, VF algorithm perfectly captures
all true transfer functions, as shown in the plots.

Figure 2.2: Magnitude and phase bode plots of closed loop, open loop, and first order transfer
functions, with the VF approximation.
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2.2.2 Noisy Data

The VF algorithm does not work well if the training samples are noisy. In this section,
we want to verify this phenomenon. We added random Gaussian noise to the frequency
responses depending on a given Signal to Noise Ratio (SNR). Given the input frequency
responses, noise was added as followed:

SNR = 10 log(
Psignal

Pnoise
) (2.3)

Pnoise =
Psignal

10
SNR
10

(2.4)

Here, Psignal is the magnitude of H at a given complex frequency. Noise is added to
both the magnitude and the phase of H for each frequency.

Pnoise represents the variance of the Gaussian distribution that was drawn from, with
mean 0, and added to the frequency responses. SNR is another input representing the level
of noise.

For each transfer function, we added three different levels of noise to the data: SNR
of 30 dB, 20 dB, and 10 dB. The smaller the SNR value, the larger the noise level. VF
was then trained on this noisy data, and tested on another set of frequencies. The model
was then plotted with the ground truth model for comparison. Figures 2.3, 2.4, and 2.5
illustrate the performance of VF when trained on data of noise level 10 dB SNR. See the
appendix for the other noise levels. As depicted in the plots, when noise is introduced, VF
no longer captures the true transfer function.

Figure 2.3: Closed Loop transfer function bode plot with VF model trained on 10 SNR data.
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Figure 2.4: Open Loop transfer function bode plot with VF model trained on 10 SNR data.

Figure 2.5: First order transfer function bode plot with VF model trained on 10 SNR data.

2.3 Metric Development

In order to evaluate the performance of VF algorithm, in general every transfer function
approximation method, we looked into average relative error, which is defined as

1

K

K∑
i=1

|Ĥ(si)−H(si)|2

|H(si)|2
,

where H(si) and Ĥ(si) are the true function value and the approximated function value
at input si. We have chosen to evaluate the performance of the VF model, as well as the
neural network models, since this metric incorporates scale and is not sensitive to larger
magnitudes. In Figure 2.6, we vary the noise levels to see the average relative error of the
VF algorithm. We test three different transfer function. In each example, we observe that
higher levels of noise result in worse performances by the VF algorithm.

21



Figure 2.6: Average relative error by SNR for a first order TF, an open loop TF, and a closed loop
TF.
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2.4 Testing Vector Fitting on Simulated Data

In this section, we present the numerical experiments of testing the VF algorithm on sim-
ulated data. We looked at the three main transfer functions: current open loop, current
closed loop, and velocity loop, which were depicted in Figure 1.1, 1.2, and 1.3, respectively.

Simulated data was generated using the lsim function in MATLAB. The lsim function
takes in a transfer function, input signals, and time samples and returns the simulated
response data. Compared to synthetic data, which was generated in the frequency domain
directly, simulated data was generated in the time domain to mimic the real data conditions.

As VF takes in inputs from the frequency domain, a Discrete Fourier Transform (DFT)
was performed on the dataset. We use the built-in fft function in the SciPy library in Python,
which implements a fast algorithm to compute Discrete Fourier Transform [2]. Thus, the
inputs were sine waves that had full periods captured in exactly 512 sample points with a
sampling rate of 4 · 10−5 seconds. A full period was necessary for Fast Fourier Transform
(FFT) to accurately convert the time domain signals into the appropriate frequency domain
equivalent. The general equation for a DFT is as follows

y[k] =

N−1∑
n=0

e−2πj kn
N x[n].

To control the period of our data, we used the following equation:

ω =
25000n

512

Here, ω represents the frequency of the wave and n is an integer. The amplitudes of the
waves were precisely chosen so that it would be around 90 percent of the voltage and current
threshold. Therefore, the general steps of the VF pipeline is as follows.

1. Generate simulated data using the lsim function in MATLAB.

2. Convert time-domain signals into frequency-domain using the FFT function in
Python.

3. Input the frequency-domain signals into VF algorithm implemented in Python.

The frequencies of the sine waves ranged from as small as 48 Hz to as large as 10000
Hz. Due to the Nyquist–Shannon sampling theorem, which states that frequencies larger
than X Hz for a sampling rate of 1

2X are prone to data distortion, frequencies larger than
12500 Hz were not looked at [7].

We also look at noisy simulated data. Noise was added point-wise to only the output re-
sponse of the simulation. The noise added was randomly drawn from a normal distribution.
The method for adding noise was similar to the method described in equation 2.4.

2.4.1 Current Open Loop

In this subsection, we tested the current open loop. We considered the clean simulated
data case as well as the noisy data case. In each figure, the red curve and the blue curve
represented the theoretical transfer function and its approximation using the VF algorithm,
respectively. We also included training samples (in black) and real points (red dots) in each
plot. From the tables, we documented the poles convergence error for each iteration and
the final model error. The first average relative error represent the error tested between the
same sample points and real points. The second average relative error represent the error
tested between randomly selected points and the theoretical model.
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Figure 2.7: Bode plot for open loop model trained on 10 simulated sine waves.

Iteration n.1
Convergence Test (poles estimation) failed (1.22e+00)

Iteration n.2
Convergence Test (poles estimation) passed (8.25e-02)

Final Model Error 6.60e-05
Average Relative Error 8.79e-03

Average Relative Error (random points) 3.09e-3

Table 2.1: Table of VF outputs for open loop model trained on 10 simulated sine waves.

The 10 frequencies inputted into the VF algorithm were those for Test 1 noted in Table
A.1. From the plots, we observe that the VF model matches up with the theoretical TF for
smaller frequencies and a visible difference is present for the larger two frequencies. Two
iterations were needed for model convergence.
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Iteration n.1
Convergence Test (poles estimation) failed (1.11e+00)

Iteration n.2
Convergence Test (poles estimation) passed (9.15e-01)

Final Model Error 2.61e-03
Average Relative Error 2.32e-01

Average Relative Error (random points) 9.59e-02

Table 2.2: Table of VF outputs for open loop model trained on 10 simulated sine waves not in steady
state.

The 10 frequencies inputted into the VF algorithm were those for Test 1 noted in Table
A.1. The main difference between our first plots and the second plots is that the first 512
points of the simulation were used for FFT for the second plot and the last 512 points of
the simulation were used for the first plot. The data used here was not in a steady state,
resulting in numerical differences between the true points and the sample points from the
simulation. The plots clearly demonstrated this difference as we can see that a phase shift
of at least 20 degrees is present. Two iterations were needed for model convergence, but
the average relative error is about 10 times worse compared to the first test.
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Figure 2.8: Bode plot for open loop model trained on 10 simulated sine waves with frequencies
ranging from 48 Hz to 2490 Hz.

Iteration n.1
Convergence Test (poles estimation) failed (2.20e+00)

Iteration n.2
Convergence Test (poles estimation) passed (1.52e-03)

Final Model Error 1.86e-06
Average Relative Error 1.16e-04

Average Relative Error (random points) 6.16e-05

Table 2.3: Table of VF outputs for open loop model trained on 10 simulated sine waves with
frequencies ranging from 48 Hz to 2490 Hz.

A smaller range of frequencies were fed into the VF algorithm. The 10 frequencies
inputted into the VF algorithm were those for Test 2 noted in Table A.1. Two iterations
were needed for model convergence, and the final model error was 10 times smaller than
the final model error for the VF model that was trained with a larger range of frequencies.
From the plots, we observed that all the sample points followed the true points very closely
with no identifiable differences.
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Figure 2.9: Bode plot for open loop model trained on 50 simulated sine waves.

Iteration n.1
Convergence Test (poles estimation) failed (3.17e+00)

Iteration n.2
Convergence Test (poles estimation) passed (3.04e-04)

Final Model Error 2.53e-06
Average Relative Error 1.92e-04

Average Relative Error (random points) 7.54e-05

Table 2.4: Table of VF outputs for open loop model trained on 50 simulated sine waves.

The 50 frequencies inputted into the VF algorithm were those for Test 3 noted in Table
A.1. Two iterations were needed for model convergence. From the plots, we observed that
VF was approximating the theoretical H very closely within the range of 10 and 105 rad/s.
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Figure 2.10: Bode plot for open loop model trained on 10 simulated sine waves with a noise level of
10 SNR.

Iteration n.1
Convergence Test (poles estimation) failed (1.03e+00)

Iteration n.2
Convergence Test (poles estimation) passed (8.37e-01)

Final Model Error 3.33e-03
Average Relative Error 4.12e-03

Average Relative Error (random points) 4.80e-03

Table 2.5: Table of VF outputs for open loop model trained on 10 simulated sine waves with a noise
level of 10 SNR.

The 10 frequencies inputted into the VF algorithm were those for Test 2 noted in Table
A.1. Two iterations were needed for model convergence, however, the average relative error
was about 67 times worse than the results for its no noise equivalent. From the plots, we
observed that noise was more evident for the larger frequencies, and the overall VF model
diverges from the theoretical model for both the smaller and larger frequency ranges.
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Figure 2.11: Bode plot for open loop model trained on 10 simulated sine waves with a noise level of
5 SNR.

Iteration n.1
Convergence Test (poles estimation) failed (1.09e+00)

Iteration n.2
Convergence Test (poles estimation) passed (7.94e-01)

Final Model Error 6.69e-03
Average Relative Error 1.03e-02

Average Relative Error (random points) 7.38e-03

Table 2.6: Table of VF outputs for open loop model trained on 10 simulated sine waves with a noise
level of 5 SNR.

The 10 frequencies inputted into the VF algorithm were those for Test 2 noted in Table
A.1. Two iterations were needed for model convergence, however, the average relative error
was about 117 times worse than the results for its no noise equivalent. With a smaller SNR
ratio, we observed from the plots that the sample points were deviating substantially from
the true points compared to the previous plot with a SNR ratio of 10.

2.4.2 Current Closed Loop

In this subsection, we document the results of the closed open loop.
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Figure 2.12: Bode plot for closed loop model trained on 10 simulated sine waves.

Iteration n.1
Convergence Test (poles estimation) failed (1.46e+02)

Iteration n.2
Convergence Test (poles estimation) passed (2.10e-03)

Final Model Error 2.36e-07
Average Relative Error 1.20e-04

Average Relative Error (random points) 6.15e-05

Table 2.7: Table of VF outputs for closed loop model trained on 10 simulated sine waves.

The 10 frequencies inputted into the VF algorithm were those for Test 2 noted in Table
A.1. Two iterations were needed for model convergence. From the plots, we observed that
the VF model matched the theoretical model very closely and the sample points lied on the
theoretical model.
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Figure 2.13: Bode plot for closed loop model trained on 50 simulated sine waves.

Iteration n.1
Convergence Test (poles estimation) failed (7.44e+01)

Iteration n.2
Convergence Test (poles estimation) passed (3.96e-03)

Final Model Error 3.45e-07
Average Relative Error 1.95e-04

Average Relative Error (random points) 6.14e-05

Table 2.8: Table of VF outputs for closed loop model trained on 50 simulated sine waves.

The 50 frequencies inputted into the VF algorithm were those for Test 3 noted in Table
A.1. Two iterations were needed for model convergence. From the plots, we observed that
the VF model matched the theoretical model almost exactly in terms of both magnitude
and phase.
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Figure 2.14: Bode plot for closed loop model trained on 10 simulated sine waves with a noise level
of 10 SNR.

Iteration n.1
Convergence Test (poles estimation) failed (1.11e+00)

Iteration n.2
Convergence Test (poles estimation) passed (4.42e-01)

Final Model Error 2.85e-02
Average Relative Error 3.25e-03

Average Relative Error (random points) 2.41e-03

Table 2.9: Table of VF outputs for closed loop model trained on 10 simulated sine waves with a
noise level of 10 SNR.

The 10 frequencies inputted into the VF algorithm were those for Test 2 noted in Table
A.1. Two iterations were needed for model convergence, however, the average relative error
was about 33 times worse than the results for its no noise equivalent. From the plots, we
observed that the sample points were no longer directly in line with our true points.
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Figure 2.15: Bode plot for closed loop model trained on 10 simulated sine waves with a noise level
of 5 SNR.

Iteration n.1
Convergence Test (poles estimation) failed (1.08e+00)

Iteration n.2
Convergence Test (poles estimation) passed (8.54e-01)

Final Model Error 5.59e-02
Average Relative Error 4.98e-03

Average Relative Error (random points) 3.53e-03

Table 2.10: Table of VF outputs for closed loop model trained on 10 simulated sine waves with a
noise level of 5 SNR.

The 10 frequencies inputted into the VF algorithm were those for Test 2 noted in Table
A.1. Two iterations were needed for model convergence, however, the average relative error
was about 50 times worse than the results for its no noise equivalent. Similar to before, we
observed from our plots that the sample points were drifting away from the true points. In
both the magnitude and phase plot, we saw a small peak around 103 rad/s.

2.4.3 Velocity Loop

In this subsection, we include results on the velocity loop.
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Figure 2.16: Bode plot for velocity loop model trained on 10 simulated sine waves.

Iteration n.1
Convergence Test (poles estimation) failed (1.36e+02)

Iteration n.2
Convergence Test (poles estimation) passed (7.42e-02)

Final Model Error 1.82e-10
Average Relative Error 1.27e-04

Average Relative Error (random points) 2.78e-08

Table 2.11: Table of VF outputs for velocity loop model trained on 10 simulated sine waves.

The 10 frequencies inputted into the VF algorithm were those for Test 2 noted in Table
A.1. Two iterations were needed for model convergence. From the plots, we saw that the
VF model captures the theoretical TF for the frequency range we were interested in. The
average relative error represents this accuracy as the error was 2.78e-08.
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Figure 2.17: Bode plot for velocity loop model trained on 10 simulated sine waves with a noise level
of 10 SNR.

Iteration n.1
Convergence Test (poles estimation) failed (1.80e+01)

Iteration n.2
Convergence Test (poles estimation) passed (9.79e-01)

Final Model Error 5.12e-04
Average Relative Error 3.80e-01

Average Relative Error (random points) 5.50

Table 2.12: Table of VF outputs for velocity loop model trained on 10 simulated sine waves with a
noise level of 10 SNR.

The 10 frequencies inputted into the VF algorithm were those for Test 2 noted in Table
A.1. Two iterations were needed for model convergence. However, the error was quite large.
We can see for large frequencies, the phase shift was clearly present. Peaks and dips showed
up in both the phase and magnitude plots. The average relative error with random points
was quite large as it was 5.50.
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Figure 2.18: Bode plot for velocity loop model trained on 10 simulated sine waves with a noise level
of 5 SNR.

Iteration n.1
Convergence Test (poles estimation) failed (1.41e+01)

Iteration n.2
Convergence Test (poles estimation) passed (5.47e-01)

Final Model Error 6.72e-04
Average Relative Error 1.12

Average Relative Error (random points) 7.27

Table 2.13: Table of VF outputs for velocity loop model trained on 10 simulated sine waves with a
noise level of 5 SNR.

The 10 frequencies inputted into the VF algorithm were those for Test 2 noted in Table
A.1. Two iterations were needed for model convergence. However, the error is quite large.
We can see for large frequencies, the phase shift is clearly present. Multiple peaks and dips
show up in both the phase and magnitude plots. The average relative error with random
points are quite large as it is 7.27.

2.4.4 Discussion on VF Performance with Simulated Data

As expected, for noise-free data, the VF algorithm was able to approximate the true transfer
function with high accuracy. This held true for both the open and closed current loops. The
effects of noisy data in VF was only noticeable once the SNR was set to 10 or below. The
noise was added point-wise to only the outputs, y(t), of the simulated data before the FFT
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transformation into the s-domain. fFor very large frequencies, we saw a bigger error between
the sample points and the true points of the transfer functions. Due to these errors, for a
larger range of frequencies (100 to 10000 Hz), VF does a worse job at approximating the
true transfer function compared to smaller ranges (100 to 1000 Hz). In general, frequencies
under 1200 Hz allow for accurate sample points. Anything over this threshold was another
source of noisy data for VF. Another source of noise was derived from the non-steady state
observations from the simulation. If the first period of the simulation was used for VF,
the values are not in steady state, thus, causing noise to be present in our data. Using
the second period of the simulation was tested to be enough time for the system to be
in steady state. Another important point to mention was the order of the approximated
VF transfer functions. For the true transfer functions of open, closed, velocity loops, the
orders are (1, 2), (2, 3), and (5, 7) respectively. However, due to the structure of VF,
the approximated transfer functions for open and closed loops are (2, 2), (3, 3), and (7,7)
respectively. The extra term in the numerator is reflected by the ends of the VF line leveling
out to a slope of 0 as the frequency goes to infinity. While this end behavior of the VF
function causes VF not to be able to accurately capture the relationship between our inputs
and outputs for large frequencies, this was not a huge problem as our real data will not
have such large frequencies. The motor’s sampling rate is fixed at 1/25000 seconds, thus,
by the Nyquist–Shannon sampling theorem, the frequencies cannot exceed 12500 Hz.

2.5 Testing Vector Fitting on Real Data

In this section, we test the performance of VF algorithm on real data.
Real data was collected using the stepper motors generously provided by ADI. We looked

at all three previously mentioned loops: current open loop, current closed loop, and velocity
loop.

Fifty singular sines waves of different frequencies were fed into the system as inputs.
The flash in the ADI motors is able to capture exactly 1024 data points at a fixed sampling
rate of 4 ·10−5. For a total runtime of 0.04092 seconds, only the data for the last period was
used for the VF pipeline. Previously, it was found that random time delays were present in
our real data.

As mentioned for the simulated data section, the FFT function in SciPy was used to
transform the time domain signals into the frequency domain.
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Figure 2.19: Bode plot for open loop model trained on 50 real sine waves.

Iteration n.1
Convergence Test (poles estimation) failed (1.18e+00)

Iteration n.2
Convergence Test (poles estimation) passed (3.25e-01)

Final Model Error 0.0049670458387568155
Average Relative Error 0.41877192672092767

Average Relative Error (random points) 0.31014336226753353

Table 2.14: Table of VF outputs for open loop model trained on 50 real sine waves.

The 50 frequencies inputted into the VF algorithm were those for Test 3 noted in Table
A.1. Two iterations were needed for model convergence. From the plots, we saw that the
VF model and the sample points for magnitude were above the theoretical TF while it were
below the theoretical TF for the phase. No peaks or dips were present in the VF model
compared to what we saw with noisy simulated data.
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Figure 2.20: Bode plot for closed loop model trained on 50 real sine waves.

Iteration n.1
Convergence Test (poles estimation) failed (1.28e+00)

Iteration n.2
Convergence Test (poles estimation) passed (3.42e-01)

Final Model Error 0.03107924082450081
Average Relative Error 0.41804130209788526

Average Relative Error (random points) 0.41804130209788526

Table 2.15: Table of VF outputs for closed loop model trained on 50 real sine waves.

The 50 frequencies inputted into the VF algorithm were those for Test 3 noted in Table
A.1. Two iterations were needed for model convergence. From the plots, we saw that the
VF model and the sample points for magnitude and phase were below the theoretical TF.
A small dip in both the magnitude and phase plot was observed between 102 and 103 rad/s.

39



Figure 2.21: Bode plot for velocity loop model trained on 50 real sine waves.

Iteration n.1
Convergence Test (poles estimation) failed (1.03e+03)

Iteration n.2
Convergence Test (poles estimation) failed (2.10e+00)

Iteration n.3
Convergence Test (poles estimation) passed (4.22e-01)

Final Model Error 0.13725214461446986
Average Relative Error 0.3416258761003864

Average Relative Error (random points) 0.2305205655291926

Table 2.16: Table of VF outputs for velocity loop model trained on 50 real sine waves.

The 50 frequencies inputted into the VF algorithm were those for Test 3 noted in Table
A.1. Two iterations were needed for model convergence. From the plots, we saw that the
VF model and the sample points for phase were below the theoretical TF. The magnitude
for the sample points seemed relatively fine, however, the VF model has several peaks and
dips as the frequency increases. The phase of the sample points were quite noisy, which
resulted in visible peaks and dips in the plots.

2.5.1 Discussion on VF Performance with Real Data

Noise was presented in our real data. Interestingly, the noise was either all below or above
the theoretical phase and magnitude for all three loops. This observation raised two con-
cerns: either noise was non-random or the theoretical TF was incorrect. As the theoretical
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TF was derived from physics based first-principles method, it could very much be true that
the function computed from that method was simply incorrect. In that case, the average
relative error, which was based off the difference between our VF model and theoretical H
would not be a valid result.

Nonetheless, we could still observe from the outputs that the VF model was attempting
to capture all the noise in the data. As the noisy samples were all that VF could base its
model on, the VF model goes through most of the sample points.

The noise was the most evident in the velocity loop. When looking at Figure 2.21,
the VF model had random peaks in both the magnitude and phase plots. These peaks
represented VF’s attempt at trying to fit the noisy data, which was not good in terms of
trying to approximate the true transfer function. While it was not guaranteed that the
theoretical TF was the correct model, it was safe to assume that the true TF will be a
smooth curve as it would be a rational function. As this was not true for the VF model
trained with real data, we concluded that VF did not work well with noisy inputs.
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Chapter 3

Neural Networks

Since the VF algorithm does not perform well when the data is noisy, we want to design
a different model which is robust to noise. We propose a neural network(NN) method to
approximate the transfer function. In this Chapter, we first give an overview of neural
networks in section 3.1. In section 3.2, we describe the three neural network architectures
that we perform numerical experiments. The numerical results of these three architectures
are then discussion in sections 3.3, 3.4, and. 3.5. To conclude, we discuss transfer learning
and it’s preliminary results in section 3.6.

3.1 Overview of Neural Network

Neural networks have been used in many fields, such as computer vision, large language
model, and etc. Mathematically, a neural network consists of several layers, each perform-
ing a linear transformation followed by a non-linear activation function. This combination
introduces non-linearity into the model, enabling it to capture complex patterns and rela-
tionships in data. Similar to rational approximation, neural networks can approximate any
continuous function.

The operation of a single layer in a neural network can be expressed as:

x → f(Wx+ b) (3.1)

where

• x is the input vector,

• W is the weight matrix,

• b is the bias vector,

• f is the non-linear activation function.

A neural network typically consists of an input layer, multiple hidden layers, and an output
layer. Each hidden layer performs a linear transformation applies a linear transformation to
its inputs and then passes the result through a non-linear activation function. This process
can be recursively defined as:

hi = f(Wihi−1 + bi) for i = 1, 2, . . . , L (3.2)

where h0 = x (the input), hi represents the output of the i-th layer, Wi and bi are the
weight matrix and bias vector of the i-th layer, and L is the total number of layers. The
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figure displays the structure of deep neural network, which is composed with several hidden
layers that make the neural network ‘deep’. Each layer transforms the input data through
weighted sums and non-linear activations, allowing the network to learn and model complex
functions.

Figure 3.1: Structure of a deep neural network.

Usually, we select the activation function and the W matrix is unknown. To be able
to have the optimal neural network, we need to have the optimal weights which can be
done by solving an optimization problem to find the optimal weights. Activation functions
introduce the non-linearity to the neural network which allows the neural network to model
and understand the complex patterns in data. Different activation functions can affect
the training process and the performance of the neural network. Two different activation
functions were proposed in order to approximate the transfer function for our system: ReLU
and rational. For the rational activation function, we examined two different architectures:
singular node structure and multiple nodes structure based on the order of the target transfer
function.

Rational activation functions use ratios of polynomials and are represented as:

f(x) =

∑n
i=1 aix

i∑n
i=1 bix

i
(3.3)

The coefficients {ai}ni=1 and {bi}ni=1 in the rational activation function are trainable parame-
ters. Rational activation functions leverage mathematical properties similar to the rational
function H(s) = Y (s)

X(s) , which can enhance learning efficiency. Using rational activation
functions will make the entire neural network act as a rational function, which aligns with
the principles of the VF algorithm. In theory, rational networks, with an error threshold ϵ,
require fewer parameters compared to ReLU networks.The process of finding the optimal
deep neural network is essentially equivalent to finding the optimal weights (Wi) and biases
(bi) that minimize the difference between the network’s predictions and the actual target
values. This is achieved by solving an optimization problem, typically using a method such
as gradient descent.

During training, the network adjusts its weights and biases by minimizing a loss function,
which quantifies the error of the network’s predictions.The loss function for our network aims
to minimize the error between the actual and predicted values of H(jω). For each frequency
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input ωk, the loss function compares the predicted H(jωk) with the actual values.The Mean
Squared Error (MSE) was used as the loss function, expressed as:

Loss =
1

K

K∑
k=1

|H(sk)−NN(sk)|2 (3.4)

Here,K is the number of training samples, H(sk) are the true function values, and NN(sk)
are the predicted values by neural network for all k ∈ [1 : K].

3.2 Proposed Structure

We propose three different neural network architectures in this section. The first one is
common ReLU Neural network. The second one uses rational activation function which
is called Rational Neural Network Architecture 1 in our report. Using rational activation
function again but with a different structure, Rational Neural Network Architecture 2 is
considered as well.

3.2.1 ReLU Deep Neural Network

One of the most commonly used activation functions is ReLU, defined in Section 1.2. This
research uses ReLU activation function for our deep neural network architecture and uses it
as a benchmark for comparison with the rational neural network structures that we propose.
ReLU is favored for its computational efficiency and speed. It helps networks learn complex
patterns by introducing necessary non-linearity. Many theoretical studies have explored
ReLU networks, particularly comparing deep versus shallow architectures [1]. The weights
and biases in ReLU networks are the parameters trained to find the optimal transformations
for the data.

The input layer of this neural network takes frequency values of the input signal after
converted to frequency domain from time domain by Fourier Transform and outputs the
calculated value of the transfer function at a particular value of s. This output is then
updated using stochastic gradient descent by minimizing the loss function. The number of
layers and nodes are structured after hyper parameter tuning, finding the most accurate
combination of layers and nodes.

3.2.2 Rational Neural Networks Architecture 1

In this neural network architecture, the design includes three layers: an input layer, a hidden
layer, and an output layer. The input layer receives the variable s, which represents the
frequency or Laplace variable.
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Figure 3.2: Rational NN architecture 1.

For a system of order 2, the hidden layer is structured with two nodes, each representing
a rational function. The nodes are defined as:

h1(s) =
a1s+ b1
c1s+ d1

and h2(s) =
a2s+ b2
c2s+ d2

.

In this setup, the weights W and biases B for the nodes are fixed: the weights are set to 1,
and the biases are set to 0. Consequently, only the coefficients ai, bi, ci, and di are subject to
training. These coefficients are optimized during the training process to best approximate
the system’s transfer function. The output of the network, denoted as Ĥ(s), is obtained by
summing the contributions from each hidden node:

Ĥ(s) =
n∑

i=1

hi(s)

This summation provides an approximation of the desired transfer function. With the
trained coefficients, it is straightforward to extract the poles and zeros from the resulting
transfer function. The coefficients ai, bi, ci, and di are initialized with values drawn from a
normal distribution:

ai, bi, ci, di ∼ N (0, 1)

This initialization ensures a diverse starting point for the optimization process, which helps
in accurately modeling the transfer function.

3.2.3 Rational Neural Networks Architecture 2

Similar to the first neural network architecture, this architecture includes three layers: an
input layer, one hidden layer, and an output layer. The input layer receives the variable s,
which represents the frequency or Laplace variable.

s

Input
layer

h

Hidden
layer

Ĥ(s)

Output
layer

Figure 3.3: Rational NN architecture 2.

46



The hidden layer always consists of a singular node, defined as follows:

h(s) =

∑n
i=0 ais

i∑n
i=0 bis

i

The value n depends on the order of the system being modelled. Just like the first architec-
ture, this architecture sets the weights W and biases B to be 1 and 0 respectively. As such,
only the coefficients ai and bi are subject to training, and are optimized to best approximate
the system’s transfer function. The output of the network, Ĥ(s) is simply the value that
the hidden node computes:

Ĥ(s) = h(s) =

∑n
i=0 ais

i∑n
i=0 bis

i

The rational form of the neural network aligns well with the rational structure of transfer
functions, suggesting potential efficacy in modeling such systems.

There are two methods of initialization investigated within this architecture of the Ra-
tional Neural Net. The first method is through random initialization, similar to the initial-
ization mentioned in the first architecture. The initial values of ai and bi are drawn from a
normal distribution:

ai, bi ∼ N (0, 1)

The second method is through VF initialization. This method involves first applying the
VF algorithm to the data and computing the approximated coefficients ai and bi by using
the returned poles and residues.

3.3 Numerical Results on ReLU Neural Networks

In this section, we will present the numerical comparison of Deep Neural Network structure
with ReLU activation function against the VF algorithm for different cases using synthetic
data.

3.3.1 Deep NN structure analysis

Initially, we investigated the significance of number of layers and nodes used in the neural
network structure by using hyper parameter tuning. We grouped the number of layers as
2-4, 4-6 and 6-10 while grouping number of nodes as 10-30, 30-50 and 50-100. The models
are tested using each of these combination of structures, see Figure 3.4.
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Figure 3.4: Performance of ReLU Deep Neural Network: average relative error versus the number
of layers.

Figure 3.4 shows that the accuracy score of the model is highly sensitive to both number
of layers and number of nodes. When the neural network is shallow, increasing the number
of nodes do not necessarily improve the accuracy as it saturates very quickly. However,
when the neural network is deeper, the number of notes at each layer has a significant
positive correlation with the accuracy of the model. Overall, this shows that deep neural
networks using ReLU activation function require large number of layers and nodes in order
to perform well. Given that this synthetic data used contains no noise, unless the model is
structured with many layers and nodes, VF provably performs better. Since the number of
nodes and layers improve the amount of calculations performed during training, it increases
the computational complexity of the model which is one of the main pitfalls of using a deep
neural network structure for the task at hand.

3.3.2 Data requirements at different noise levels

In this subsection, we want to explore the amount of data required to train ReLU neural
network and VF algorithm. This an important consideration given that collecting data from
hardware is usually time-consuming and costly. Therefore, we investigated the number of
data samples required at different noise levels to achieve high accuracy modelling.
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(a) 40 SNR

(b) 20 SNR
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(c) 10 SNR

(d) 5 SNR

Figure 3.5: Average relative error versus number of samples under different noisy levels (10 SNR
and 5 SNR).

Figure 3.5 shows that with low level of noise, VF performs better with fewer number of
samples and deep neural network structure using ReLU activation function achieves similar
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results only if sufficient amount of data is provided which is 400 samples in this case.
Moreover, we observe that the increased noise level causes VF to converge at a higher noise
level compared to deep neural network. Nevertheless, for data samples fewer than 50, VF
performs significantly better than ReLU deep neural network. In addition, VF performs
worse than deep neural networks given that there is sufficient amount of data available for
training. In particular, we can observe that deep neural network outperforms VF after
50 or more samples. Lastly, when the the training data is significantly noisy, deep neural
network using ReLU outperforms VF for any given number of samples. Overall, these
graphs clearly indicates that deep neural network outperforms VF when the data available
is noisy. Nevertheless, deep neural networks require many number of samples to achieve
reasonable accuracy levels.

Figure 3.6: Performance of ReLU neural network: average relative error versus number of samples
under different noise levels.

Figure 3.6 shows that deep neural network structure using ReLU activation function
performs very well regardless of the noise level given that there is sufficient amount of data
available to train the neural network. The accuracy scores saturate after 100 samples for
all noise levels. This is an important insight into the use of neural networks for transfer
function modelling, especially when the system is noisy. While physics based modelling
methods and VF can be prone to noisy data, this deep neural network structure using
ReLU is immune to noise, which makes it a potential candidate for a system identification
tool. The main problems with this structure is that it is sensitive to the amount of data
samples and the number of layers and nodes used, making it a computationally expensive
method.
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3.4 Numerical results on Rational Architecture 1

This section presents a comparative analysis of Rational Architecture 1 and the VF
model. The objective is to evaluate the performance of these two models across various
datasets—synthetic, real, and simulated—under different noise conditions. This thorough
assessment aims to identify the strengths and weaknesses of each model, providing a deeper
understanding of their behavior in diverse scenarios.

3.4.1 Training on Synthetic Data

The first phase of training focuses on synthetic data, generated from a second-order system.
This controlled environment allows us to examine how each model responds to different
levels of noise and varying sizes of training samples. After training both models on the
synthetic data under various conditions, they are tested on 1,000 samples.

Training Samples SNR Rational Model Error VF Model Error

10 Noise-free 0.08279 0.000

50 Noise-free 0.01154 0.000

100 Noise-free 0.000246 0.000

10 10 dB 0.30738 0.40425

50 10 dB 0.13575 0.53133

100 10 dB 0.03900 0.70630

10 5 dB 0.53178 1.07197

50 5 dB 0.16444 0.93528

100 5 dB 0.02870 1.21592

Table 3.1: Average test relative error comparison between Rational and VF models for 1,000 test
samples.

The results from the noise-free conditions demonstrate the VF model’s exceptional accu-
racy, with errors consistently at or near zero across all training sample sizes. This indicates
the VF model’s strong ability to precisely capture the underlying system dynamics when
the data is undisturbed by noise. In contrast, the Rational model, while still performing
well, shows higher errors in noise-free data. However, as the number of training samples
increases to 100, the Rational model’s error reduces significantly to 0.000246, demonstrating
its ability to improve with more data.

When noise is introduced into the data, particularly at a 10 dB SNR, the performance
dynamics shift. The Rational model’s error starts at 0.30738 with 10 samples and decreases
to 0.03900 with 100 samples. On the other hand, the VF model, which excels in noise-free
conditions, begins to struggle as the noise level increases. Its error climbs from 0.40425 with
10 samples to 0.70630 with 100 samples, suggesting a growing difficulty in handling noisy
data as the training set expands.

The scenario becomes even more challenging at a 5 dB noise level, where the Rational
model further showcases its robustness. In Figure 3.7, we observe that the rational neural
network outperforms VF model since the Rational model is closer to the theoretical transfer
function.
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Figure 3.7: Performance of rational neural network and VF algorithm trained on 100 training samples
and the noisy level is 5 SNR.

3.4.2 Training on Simulated Data

The transfer function for an open-loop circuit is used to simulate data for training and
testing the Rational and VF models. We analyze the performance of the models with
varying numbers of training samples and different levels of noise. The training samples are
either 10 or 50 samples simulated after applying the transformation on the time signals for
both input and output, while the test samples are 1,000 samples.

Training Samples SNR Rational Model Error VF Model Error

10 Noise-free 1.17590 0.00020

50 Noise-free 0.71070 0.00011

10 10 dB 1.88890 0.10700

50 10 dB 1.10925 0.70930

10 5 dB 1.92200 1.87630

50 5 dB 1.08463 3.81020

Table 3.2: Average test relative error comparison between Rational and VF models for 1,000 test
samples.

Similar to the synthetic training sample results, Table 3.2 shows that VF has better ac-
curacy, with errors near zero for noise-free data. However, as the number of training samples
increases to 50, the Rational model’s error reduces significantly to 0.71070, demonstrating
its capability to improve with more data.

When noise is introduced into the data, particularly at a 10 dB signal-to-noise ratio,
the performance dynamics shift. The VF model struggles as the noise level increases. Its
error climbs from 1.87630 with 10 samples to 3.81020 with 50 samples, suggesting a growing
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difficulty in handling noisy data as the training set expands for 5 dB. However, the Rational
model performs better as the error decreases from 1.92200 with 10 samples to 1.08463 with
50 samples under the same noise level. Figure 3.8 illustrates the performance of rational
neural network and VF algorithm.VF model is fitting to the noisy training samples and the
rational neural network is closer to the theoretical transfer function.

Figure 3.8: Performance of rational neural network and VF algorithm trained on 50 training samples
and noisy level 5 SNR.

3.4.3 Training on Real Data

In this phase, the models are trained using real data generated from motors, with open-loop
and closed-loop transfer functions. This practical scenario allows us to evaluate the models’
performance under more realistic conditions compared to synthetic or simulated data.

Loop Type (50 samples) Rational Model Error VF Model Error

Open Loop 0.328912 0.3889

Closed Loop 0.292844 0.4025

Table 3.3: Average test relative error comparison between Rational and VF models for 1,000 test
samples.

Table 3.3 summarizes the average test relative errors of both models when applied to real
data from motors with open-loop and closed-loop configurations. The errors are calculated
based on 1,000 test samples. For the open-loop system, the Rational model shows a slightly
lower average error of 0.328912 compared to the VF model’s error of 0.3889. Similarly, for
the closed-loop system, the Rational model achieves a lower average error of 0.292844, while
the VF model’s error is 0.4025. These results suggest that the Rational model performs
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better in capturing the dynamics of real systems, providing a more accurate approximation
of the transfer functions.

Figure 3.9 displays the performance of both models for open-loop systems with 50
real samples. The plot illustrates that the Rational model aligns more closely with the
theoretical transfer function compared to the VF model. Additionally, Figure 3.10 displays
the performance of both models for closed-loop systems with 50 real samples. The plot
illustrates that the Rational model aligns more closely with the theoretical transfer function
compared to the VF model.

Figure 3.9: Performance with 50 real samples for open loop.
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Figure 3.10: Performance with 50 real samples for closed loop.

3.5 Numerical results on Rational Architecture 2

This section presents a comparative analysis of Rational Architecture 2 and the VF model.
We evaluate the performance of these two models across various datasets—synthetic, real,
and simulated—under different noise conditions. This thorough assessment aims to identify
the strengths and weaknesses of each model, providing a deeper understanding of their
behavior in diverse scenarios.

3.5.1 Training and Testing on Synthetic Data

We first trained and tested the second architecture of the Rational Neural Net on synthetic
data, generated from a third-order system. We train the VF model, Rational Neural Net
model with Random Initialization, and Rational Neural Net model with VF initialization
on noisy data with 20 dB SNR, 15 dB SNR, 10 dB SNR, and 5 dB SNR, and with different
numbers of training samples: 20, 50, 100, 200, and 500 frequency and responses. The results
are shown in Figure 3.11.
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Figure 3.11: Average test relative error comparison between Rational Architecture 2 with random
and VF initialization and VF for data with different noise levels.

Our results with synthetic data indicate that regardless of the noise level, the rational
neural net initialized with random coefficients performs better than VF when it has at
least 500 training samples. However, when trained with less than 500 training samples, VF
consistently performs better, even with noisy data.

In contrast, the rational neural net initialized with the VF outputs performs better than
VF with just 50 training samples with lower levels of noise. However, with a larger number
of samples or with higher levels of noise, initializing the rational neural net with the VF
outputs has the same performance as the VF model.

The bode plots in Figures 3.12 and 3.13 further solidify these results.
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Figure 3.12: Magnitude bode plot of third order transfer function with the VF model and rational
neural net trained on 50 data samples with noise level 20 SNR.

Figure 3.13: Magnitude bode plot of third order transfer function with the VF model and rational
neural net trained on 500 data samples with noise level 5 SNR.

3.5.2 Training and Testing on Simulated Data

The transfer function for the open-loop circuit is used to simulate data for training and
testing the rational neural net and the VF model. We analyze the performance of the
models with different levels of noise, and we train the neural net initialized with random
coefficients, the neural net initialized with VF outputs, and the VF algorithm on 50 samples.
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Noise Level Random Initialization VF Initialization VF Model

20 dB 0.1645 0.0417 0.2341

15 dB 0.1752 0.0522 0.3961

10 dB 0.1924 0.0465 0.3761

5 dB 0.1546 0.1768 0.4136

Table 3.4: Average test relative error comparison between Rational (random initialization and VF
initialization) and VF models with 50 training samples on closed loop, with varying levels of noise.

Table 3.4 depicts the average test relative errors of the rational neural net initialized
with random coefficients, the rational neural net initialized with VF coefficients, and the
VF algorithm. All models are trained on 50 training frequencies which are logarithmically
spaced apart, and the test errors are computed on 1000 test frequencies. The rational
model initialized with VF show a smaller average error than VF with lower noise levels.
With higher noise levels results, initializing with the VF outputs still performs better than
VF, but still worse than with lower levels of noise. The performance of the rational neural
net initialized with random coefficients is consistent throughout all levels of noise, but is
worse than initializing with the VF output with lower levels of noise.

3.5.3 Training and Testing on Real Data

In addition to synthetic and simulated data, the rational neural net architecture 2 and the
VF model were tested on the open loop and closed loop transfer function using real data.

Loop Type Random Initialization VF Initialization VF Model

Open Loop 0.3342 0.3892 0.3889

Closed Loop 0.3019 0.3995 0.4025

Table 3.5: Average test relative error comparison between Rational (random initialization and VF
initialization) and VF models for 1,000 test samples.

The results in this table indicate that the rational neural net with random initialization
has a slightly better performance than the VF algorithm, and the rational neural net with
VF initialization performs the same as the VF model. The bode plots for the closed loop
transfer function in Figures 3.14 and 3.15 further solidify these results.
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Figure 3.14: Performance of Rational Neural Net initialized with VF, trained with 50 real samples
for closed loop.

Figure 3.15: Performance of Rational Neural Net initialized with random coefficients, trained with
50 real samples for closed loop.

3.6 Transfer Learning

One of the main challenges in our project is the limited availability of real data for training
and testing our neural networks. Generating real data is a time-consuming process, which
constrains the amount of data we can utilize. To mitigate the issue of sparse data, we
employ a technique known as Transfer Learning.

Transfer Learning involves pre-training a model on a large dataset and then fine-tuning
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it on a different, but related, dataset. The key idea is that while the datasets may differ,
the learning objective remains similar. This method leverages the knowledge gained from
the initial training to enhance the model’s performance on the new dataset, especially when
data is scarce [3].

In our context, we first train the model using synthetically generated data, consisting
of various frequencies and their corresponding H values across a range of transfer functions
in a second-order system. After training, we test the model on a different set of transfer
functions to evaluate its performance. All transfer functions in our study adhere to the
following form for a second-order system:

H(s) =
γ(s− z1)

(s− p1)(s− p2)
=

a1s+ a0
b2s2 + b1s+ b0

The parameters of the transfer functions are defined as follows:

• Gain: γ (real, positive/negative constant)

• Zero: z1r (real, positive/negative constant)

• Poles: (p1r, p2r) (real, negative constants)

OR

• (p1c, p
∗
1c) (complex conjugate pairs with a negative real part, e.g., (1 + 3j) and

(1− 3j))

The transfer functions used to train the model are sampled from the following parameter
ranges:

• Gain range: [0.1, 500]

• Poles range: [−10,−3000]

• Zero range: [−500, 500]

The neural network is trained using an input-output pair (Xi, Yi), where Xi represents
the input features and Yi represents the output labels for each transfer function i. The
input matrix Xi is composed of ℓ pairs of frequency and corresponding H values, and the
output Yi is a tuple containing the gain, zero, and poles:

Xi =


(
ωi1 , H

(i)(jω1)
)(

ωi2 , H
(i)(jω2)

)
...(

ωiℓ , H
(i)(jωℓ)

)
 , and Yi = (γi, z1i, p1i, p2i) .

We trained a ReLU-based neural network architecture with 5 hidden layers consisting
of 3, 64, 32, 16, and 7 neurons, respectively. The input layer has 3 nodes to account for
the frequency, real part, and imaginary part of H(jω), and the output layer has 7 nodes to
represent the gain, real zero, complex zero (with real and imaginary parts), and real poles or
a pair of complex conjugate poles. The training was conducted on datasets comprising 10,
50, and 100 transfer functions, with 10 ω values sampled from a logarithmic scale ranging
from 0 to 3. During the training process, the neural network was fully trained on each
Hi(jωl), and the training parameters were optimized based on the corresponding output Yi.
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For 10 training transfer functions, the average test relative error between a synthetic
transfer test function from a second-order system, where Htest /∈ Xtrain, and the approxi-
mated transfer function by the model was 0.971080. For 50 training transfer functions, the
average test relative error was 0.60499. For 100 training transfer functions, the average test
relative error was 0.10245. Figure 3.16 shows the approximated transfer function by the
model compared to the theoretical H used for testing. The approximated H by transfer
learning closely matches the theoretical H, and VF demonstrates the model’s effectiveness
in accurately approximating the test transfer functions given noise-free data.

Figure 3.16: Performance of the Transfer Learning model trained with 100 transfer functions.
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Chapter 4

Conclusion

This report aimed to research various data-driven transfer function modelling techniques as
an alternative to physics based methods. In particular, this research involved a compara-
tive analysis of VF and neural network based models for transfer function approximation.
We began by rigorously analyzing the performance of VF across different data conditions,
including synthetic, simulated, and real-world data, with varying levels of noise. A novel
metric was developed to assess the accuracy of the model’s performance. Our findings
indicated that although VF works perfectly with accurate data, the algorithm encounters
problems when noise is introduced. We then explored neural networks as a way to improve
upon the performance of VF. Our findings indicate the potential of deep learning and ra-
tional neural networks to approximate transfer functions, as these models demonstrated
superior performance compared to VF, especially in noisy environments.

Some issues that we encountered throughout this process involved collecting real data
to test our models on. Further, when using real data, we did not have a reliable ground
truth model to analyze the performance of the neural nets, thus making drawing conclusions
regarding performance difficult. Finally, we encountered difficulties in model consistency
during the development of the rational neural networks.

By conducting extensive numerical experiments under various data conditions, we have
demonstrated the effectiveness of rational neural networks. Our findings suggest that ratio-
nal neural networks offer significant advantages, particularly in noisy environments, where
they consistently outperform traditional methods. This research contributes to the advance-
ment of system identification techniques and has the potential to impact a wide range of
applications reliant on accurate transfer function modeling.

A deeper investigation into transfer learning techniques could unlock additional perfor-
mance gains, especially in data-scarce environments. Furthermore, expanding the analysis
to encompass a wider range of real-world datasets would enhance the generalizability of the
proposed models. Finally, a thorough examination of computational efficiency is warranted
to identify potential optimizations and bottlenecks.
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Appendix A

Plots and Tables

A.1 Test Frequencies

Test 1 Test 2 Test 3
97.65625 48.828125 48.828125
146.484375 97.65625 97.65625
292.96875 146.484375 146.484375
488.28125 195.3125 195.3125
781.25 292.96875 244.140625

1269.53125 439.453125 292.96875
2148.4375 683.59375 341.796875
3564.453125 1025.390625 390.625
5957.03125 1611.328125 ...
10009.765625 2490.234375 2441.40625

Table A.1: Table of frequencies for experiments.

Note that Test 3 is 50 frequencies that are equally spaced apart by a factor of 25000
512 .

A.2 Testing Vector Fitting on Simulated Data

A.2.1 Current Open Loop
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Figure A.1: Bode plot for open loop model trained on 3 sine waves.

Iteration n.1
Convergence Test (poles estimation) failed (5.23e+00)

Iteration n.2
Convergence Test (poles estimation) passed (1.00e-04)

Final Model Error 1.17e-07
Average Relative Error 1.02e-05

Average Relative Error (random points) 7.18e-05

Table A.2: Table of VF outputs for open loop model trained on 3 sine waves.

The 3 frequencies inputted into the VF algorithm were 97.65625, 341.796875, 1025.390625
Hz. As seen from the table of output, three frequencies were sufficient for VF to approximate
the theoretical TF in 2 iterations with a model convergence error of 1.17e-07.
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Figure A.2: Bode plot for open loop model trained on 4 sine waves.

Iteration n.1
Convergence Test (poles estimation) failed (5.44e+00)

Iteration n.2
Convergence Test (poles estimation) passed (1.69e-04)

Final Model Error 1.44e-07
Average Relative Error 7.96e-06

Average Relative Error (random points) 1.01e-06

Table A.3: Table of VF outputs for open loop model trained on 4 sine waves.

The 4 frequencies inputted into the VF algorithm were 97.65625, 244.140625, 488.28125,
1025.390625 Hz. Two iterations were needed for model convergence. From the table, the
model error was 1.44e-07, which was larger than the error in Table A.2 for 3 sine waves.
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Figure A.3: Bode plot for open loop model trained on 5 sine waves.

Iteration n.1
Convergence Test (poles estimation) failed (5.51e+00)

Iteration n.2
Convergence Test (poles estimation) passed (1.79e-04)

Final Model Error 1.48e-07
Average Relative Error 6.77e-06

Average Relative Error (random points) 1.01e-06

Table A.4: Table of VF outputs for open loop model trained on 5 sine waves.

The 5 frequencies inputted into the VF algorithm were 97.65625, 195.3125, 341.796875,
585.9375, 1025.390625 Hz. Two iterations were needed for model convergence. From the
table, the model error was 1.48e-07, which was larger than the error in Table A.2 for 3 sine
waves and Table A.3 for 4 sine waves.

A.2.2 Current Closed Loop
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Figure A.4: Bode plot for closed loop model trained on 10 sine waves.

Iteration n.1
Convergence Test (poles estimation) failed (2.39e+00)

Iteration n.2
Convergence Test (poles estimation) passed (2.08e-03)

Final Model Error 4.74e-04
Average Relative Error 1.37e-02

Average Relative Error (random points) 4.09e-03

Table A.5: Table of VF outputs for closed loop model trained on 10 sine waves.

The 10 frequencies inputted into the VF algorithm were 97.65625, 146.484375,
292.96875, 488.28125, 781.25, 1269.53125, 2148.4375, 3564.453125, 5957.03125, 10009.765625
Hz. Two iterations were needed for model convergence. From the plots, we observed that
for large frequencies, there was more error between our sample points and true points.
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Figure A.5: Bode plot for closed loop model trained on 4 sine waves.

Iteration n.1
Convergence Test (poles estimation) failed (6.83e+02)

Iteration n.2
Convergence Test (poles estimation) passed (3.84e-05)

Final Model Error 1.53e-10
Average Relative Error 7.89e-06

Average Relative Error (random points) 2.29e-06

Table A.6: Table of VF outputs for closed loop model trained on 4 sine waves.

The 4 frequencies inputted into the VF algorithm were 97.65625, 244.140625, 488.28125,
1025.390625 Hz. Two iterations were needed for model convergence. As the frequencies
were of a smaller range than the ones in A.4, we observed that the results of VF were more
accurate as the sample points were closer to the true points.
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Figure A.6: Bode plot for closed loop model trained on 5 sine waves.

Iteration n.1
Convergence Test (poles estimation) failed (6.51e+02)

Iteration n.2
Convergence Test (poles estimation) passed (1.43e-04)

Final Model Error 5.313e-10
Average Relative Error 6.71e-06

Average Relative Error (random points) 2.29e-06

Table A.7: Table of VF outputs for closed loop model trained on 5 sine waves.

The 5 frequencies inputted into the VF algorithm were 97.65625, 195.3125, 341.796875,
585.9375, 1025.390625 Hz. Two iterations were needed for model convergence. From the
plots, we observed that VF was doing a really good job at approximating our theoretical
TF with high accuracy. The model error was 5.313e-10, which was one of the smallest we’ve
seen so far.

71





Selected Bibliography Including
Cited Works
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